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Abstract

We humans can impeccably search for a target object,

given its name only, even in an unseen environment. We ar-

gue that this ability is largely due to three main reasons:

the incorporation of prior knowledge (or experience), the

adaptation of it to the new environment using the observed

visual cues and most importantly optimistically searching

without giving up early. This is currently missing in the

state-of-the-art visual navigation methods based on Rein-

forcement Learning (RL). In this paper, we propose to use

externally learned prior knowledge of the relative object lo-

cations and integrate it into our model by constructing a

neural graph. In order to efficiently incorporate the graph

without increasing the state-space complexity, we propose

Graph-based Value Estimation (GVE) module. GVE pro-

vides a more accurate baseline for estimating the Advan-

tage function in actor-critic RL algorithm. This results in

reduced value estimation error and, consequently, conver-

gence to a more optimal policy. Through empirical studies,

we show that our agent, dubbed as the optimistic agent, has

a more realistic estimate of the state value during a navi-

gation episode which leads to a higher success rate. Our

extensive ablation studies show the efficacy of our simple

method which achieves the state-of-the-art results measured

by the conventional visual navigation metrics, e.g. Success

Rate (SR) and Success weighted by Path Length (SPL), in

AI2THOR environment.

1. Introduction

Human beings are capable of finding a given object in an

unexplored environment, e.g. a room in a new house, given

just a short natural language command, e.g. name of the ob-

ject. We primarily rely on our prior knowledge of the way

different objects are co-located in a specific room in addi-

tion to the new sensory input information we receive. For

example, we know in any bathroom, soap bottle should be

located near the basin, thus observing one (assuming lim-
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Figure 1. Our optimistic agent estimates the state value more ac-

curately with the help of a graph representing the relationship be-

tween object locations. The more accurate value estimation helps

with learning a more optimal policy that is robust to early capitu-

lation (e.g. stopping before reaching the target object as a result of

under-estimating the state value).

ited field of view and/or longer distance) helps us find the

other more easily (e.g. by providing clues). Our belief,

however, needs to be adjusted upon receiving new obser-

vations in a previously unseen environment. For example,

the soap bottle might be misplaced or it might be in a new

unseen shape or color. Finally, we do not normally give

up on searching as soon as we fail to find the target in the

first attempt. In other words, we optimistically continue our

search as long as we receive indications from the environ-

ment that the target is reachable. It is desirable for every

navigation agent to be able to utilise prior knowledge, being

prepared for adapting the beliefs to a new unseen environ-

ment and being robust to early capitulation.

To endow the navigation agents with the first capability,

recent works [15,17,37] have used Graph Neural Networks

(GNNs) to encode the object-object relationships in a pre-

trained model, in the form of a knowledge graph. Their

method, however, as we show in our experiments, is not ef-

ficient and cannot scale to more complex models. The major

drawback of those methods is increasing the complexity of

the state-space. This is crucial to avoid in sparse reward RL
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set-up since it exacerbates the challenges around credit as-

signment and impedes the performance improvement. On

the other hand, to enable the agents with the second skill

(e.g. adaptation), there is an existing work [33] which incor-

porates meta-learning to allow the agent to quickly adapt to

a new environment, using a few gradient-based weight up-

dates. While the mentioned work shows relative success

in handling the train-test distribution shift, its efficiency

in adapting prior knowledge to unobserved scenes has re-

mained unexplored. This task, as will be shown in the ab-

lation studies, is non-trivial in RL framework. The reason

is as we increase the model’s complexity, efficient training

becomes more challenging with conventional RL objective

functions.

Finally, the last mentioned desirable capability for a nav-

igation agent to have is a realistic (read it as optimistic) es-

timation of it’s expected future reward. Revisiting the bath-

room example again, an optimistic agent will continue to

search for a soap bottle that is not found in its immediate

expected location, e.g. near the basin. An unrealistic agent,

however, will give up as soon as it fails to find the soap bot-

tle near the basin without further search. In actor-critic RL

a more realistic estimation of the value function will lead to

a more optimal policy that is more robust to early capitula-

tion.

To that end, we propose our Graph-based Value Esti-

mation (GVE) module to efficiently benefit from the prior

knowledge for more accurate value function estimation.

The prior knowledge presents the agent with general rules

about the semantic relationships of the objects and their rel-

ative location in an indoor environment. Instead of using the

graph as the input to the state representation encoder, which

uncontrollably increases the effective size of the state space,

we use the graph to estimate the potential return 1 from the

current state. This way the graph is used to better guide

the policy training rather than being directly used for action

taking. We present, in our experiments, that simply condi-

tioning the policy on the prior knowledge does not lead to a

more optimal policy with better performance.

Intuitively, observing a correlated object to the target that

the agent is searching for has a strong indication of the fi-

nal reward that can be gained, following the current policy.

For instance, when searching for a book in a room, observ-

ing a desk or shelves from the distance has an indication of

finding the book, hence the current state has a higher value.

The association of these observations through unstructured

trial and error in RL without incorporating the prior knowl-

edge is not simply achievable; specifically, when objects are

small the extracted visual features might not contain much

information to guide the agent towards them.

Our GVE results in a more optimally trained critic that

can associate the visual observations with its prior knowl-

1Defined as the expected sum of discounted future rewards.3.1

edge to better estimate the state value. This is essential

in our framework where we use a variant of actor-critic

RL algorithm (e.g. Asynchronous Advantage Actor-Critic;

A3C [21], where the critic’s role is to identify the actions

leading to a specific reward using the temporal difference of

the state values. We empirically show that GVE improves

the value estimation accuracy. It is shown that the high ac-

curacy of value estimation is essential for an optimal policy

training [32], which is further confirmed in the performance

of our proposed method.

In overall, we propose a simple, principled and modular

approach that can be employed in conjunction with other

approaches for visual navigation that also use an actor-critic

RL framework. Our main contributions are:

• We introduce a simple, yet effective method that can

endow an actor-critic navigation agent by improved in-

tegration of prior knowledge for navigation;

• We propose the GVE module which reduces the value

estimation error in A3C RL algorithm. We empirically

show the higher accuracy of our estimates which leads

to a more optimal policy.

• Finally, we provide the new state-of-the-art perfor-

mance results on the object-target visual navigation

task in AI2THOR environment. This is achieved in

the more challenging scenario of navigation using tar-

get object name only.

2. Related Work

2.1. Visual Navigation

End-to-end visual navigation has recently gained atten-

tion [1, 9, 10, 19, 20, 39] and different tasks have been in-

troduced. Some tasks consider inputting images of the tar-

get [9, 39] while others consider the more challenging task

of natural language instructions [1,2,30,33,37]. In the latter

the agent has to ground language instructions on observa-

tions while performing planning and navigation. The main

approaches can be divided into supervised (e.g. Imitation

Learning) [2] and unsupervised (RL) [20] methods.

The RL-based navigation has gained extra momentum in

the past few years owing to the availability of high-quality

3D simulators [2, 13, 24, 35] as well as more efficient deep

RL algorithms [16, 22]. AI2THOR [13] is a photo-realistic

simulator that unlike some other simulators [2] enables con-

tinuous movements of the agent. This feature, while making

the navigation task more challenging is closer to real-world

scenarios, hence more valuable. In this environment, it is

very likely for a sub-optimal agent to stand in front of a

blocked path, e.g. an obstacle, and continuously perform a

failing action, e.g. move forward, until the maximum step

limit is exhausted.
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2.2. Prior Knowledge

Adding some form of prior to machine learning mod-

els has fast-tracked the progress in many different computer

vision tasks [8, 25, 27, 36]. The prior can be in the form

of pre-trained weights of the network for object detection

or segmentation tasks [25] or in the from of Graph Neu-

ral Networks (GNNs) representing common sense knowl-

edge [8]. In RL framework, GNNs have been used to im-

prove navigation models by representing topological envi-

ronment maps for localisation [18] or helping with more ef-

ficient exploration [4]. Generating and incorporating scene

graphs [8] is also closely related to our problem. However,

here we construct our knowledge graph externally and re-

fine the node relationships without explicitly detecting the

objects in the observation. This also separates our approach

from [23] and [5], where an off-the-shelf object detector is

used. These methods, while improving the performance,

have been explored before and can be plugged into other

approaches for further improvements, including ours. The

other difference of the concurrent work of Du et al. [5] to

ours is the use of Imitation Learning (IL), which further

makes it incomparable since here we only use sparse re-

wards and not ground-truth actions for training.

A similar work to ours is proposed by Vijay et al. [29]

where the prior knowledge is injected into RL for naviga-

tion. The authors propose to learn various edge features

encoded as one-hot vectors. The main difference, however,

is that they address the navigation in a 2D fully-observable

environment while in our case we deal with near-real-world

task of navigation in 3D environment.

In [37] the authors use a knowledge graph to learn to

find unseen objects by learning the correlations to the seen

targets during the training. One of the deficiencies of their

method is that it effectively increases the state space size.

This is specifically important in RL framework where in-

creasing the model’s complexity can impede improving the

performance, as we show in this work.

2.3. Value Function Estimation in Actor­Critic RL

One major drawback of model-free RL methods is the

high sample complexity. This is specifically worsened in

our 3D environment set-up where the agent has to learn

the visual associations and ground the language instruction

while learning the optimal policy using only sparse rewards.

In order to mitigate this in actor-critic RL, some of the pa-

rameters of the policy are shared with the value estimation

module which provides a stronger learning signal for the

shared parameters. An accurate and stable estimate of the

value, however, is necessary to reach this objective [26,28].

In [31] the authors separate the parameters of the advan-

tage and value functions to increase the accuracy of action-

value function estimation. Inspired by that, we propose a

novel value estimation module for visual navigation. This

module can estimate the value of each state more accu-

rately incorporating the object relationships encoded using

a graph neural network.

3. Our Method

In this section, we first describe the task in details and

then discuss our proposed method.

3.1. Preliminaries

The AI2THOR [13] task is to navigate to a target object

given its name, as a word embedding vector. The navigation

episode starts when the agent is spawned in a uniformly

random location and orientation in one of the four rooms,

e.g. kitchen, living room, bedroom or bathroom. The room

is also sampled from a uniform distribution. Then a ran-

domly sampled target object, from among visible objects in

the scene, is presented to the agent in plain language, e.g.

”fridge” or ”soap”, for example. The only accessible ob-

servation to the agent is its egocentric RGB image at each

time step. The agent takes actions sampled from its policy

based on the observation at each time step to locate the tar-

get object. An episode ends if either the agent stops within

a defined distance of an instance of the target object or the

maximum number of permitted actions is exhausted. We

define the problem as a Partially-Observable Markov Deci-

sion Problem (POMDP) of {X,A, r, γ}. Here {X} is the

state space, the action space is A, r is the immediate reward

at each step and γ is the reward discount factor. A trajectory

of (x0, a0, r0, x1, a1, r1...) is generated by taking action at
at time t and observing the states according to the unknown

dynamics of the environment xt+1 ∼ P (xt+1|xt, at). A re-

ward rt = r(xt, at, xt+1) is received from the environment

at each time stop.

In this setup, the agent is trained to maximise the accu-

mulated expected reward, Eτ∼π[
∑T

t=i γ
trt], where τ is a

trajectory sampled from the agent’s policy π. The policy is

approximated by a neural network, which receives the state

xt and a target object name embedding Z.

We employ A3C [21] as one of the most effective actor-

critic RL algorithms to train our policy. We focus on actor-

critic methods because they are popular in visual naviga-

tion due to their efficiency, ease of use and robustness. In

addition, these methods bridge between gradient-based and

value iteration approaches inheriting their benefits. We hy-

pothesise that our proposed method can be applied to other

actor-critic methods with minimal modifications. In our ap-

proach, the model is parameterised with = {θ,θπ,θv}; θ
is the set of parameters of the backbone conditional state

embedding network, θπ is the set of parameters for the pol-

icy sub-network, a.k.a actor, and θv is the set of value sub-

network’s parameters, a.k.a critic. We use a CNN to encode

the observations and Glove [11] to encode the word embed-
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dings for the target. More details on the network architec-

ture is presented in methods and implementation details.

Conventionally, the actor and critic share the network pa-

rameters. However, they are not tasked with the same ob-

jective: while the actor needs a minimum representation to

capture the environment to take appropriate actions at each

time-step, the critic needs a sufficiently holistic represen-

tation to estimate how likely it could be for the agent to

achieve its goal. The critic does not need every detail of

the scene and requires a global representation as opposed to

that of the policy. Through the feedback the critic provides,

the actor improves which is an implicit guide for the policy.

With this intuition, in our proposed approach we augment

the critic’s sub-network with our Graph-based Value Func-

tion Estimation (GVE) module that considers and updates

a knowledge graph of the object relations. GVE leads to

a more accurate value estimation which then reduces the

variance of the gradient samples [32]. This is because the

policy is updated at each time step using gradient descent to

minimise the following loss functions:

Lπ(at|xt) ≈− log π(at|xt;θ,θπ)(rt(at|xt)+

γV̂ π(xt+1)− V̂ π(xt)) + βHHt(π)

LV (xt) =
1

2
(V̂ π(xt)− V (xt))

2

(1)

where Lπ is the policy function loss and LV is the value

function loss. Here, V̂ (xt) is our method’s estimate of the

ground truth value V (xt) at state xt, Ht is the entropy of

the policy at time step t and βH is hyper-parameter to en-

courage exploration. It is shown in [32] that a more accurate

estimation of the value functions leads to a lower variance

of the gradients which encourages a more stable training

and consequently finding a better policy.

For the adaptation, inspired by [33], we adopt Model Ag-

nostic Meta-Learning (MAML) [6] to continuously adapt

the learnt knowledge during test time. To do so, in our

RL setup, we divide the training trajectories into meta-

train D and meta-validation D′ domains. D includes sub-

trajectories of defined intervals and D′ covers the complete

trajectory. Then, LAdapt, a loss function parameterised by

φ is learnt to compensate for the domain shift during test.

We optimise the adaptation loss and the policy loss Lπ ac-

cording to the following update rules:

θi
total ←− θtotal − α∇θtotal

Lτ∼D
Adapt(xt, π(xt);φ)

θtotal ←− θi
total − β1∇θi

total
Lτ∼D’
π (xt, π(xt))

φ←− φ− β2∇φL
τ∼D’
π (xt, π(xt))

(2)

We define θtotal = {θ,θπ} in the above update rules

for readability, α, β1 and β2 are the learning rate hyper-

parameters and θitotal is the set of intermediate weights after

the adaptation before the final update. In practice we can

have multiple intermediate updates i before the final update.

3.2. Prior Knowledge Graph

Our GVE module relies on a prior knowledge graph

G(V,E) which contains the information about the co-

location of the objects in a scene. Intuitively, if the joint

probability of observing object i and j together in a single

view is high in an environment, then observing one should

provide a strong cue for finding the other. Based on this

intuition, inspired by the work of [37], we define an ob-

ject co-location graph. The set of nodes V includes all the

objects visible in the environment (e.g. whether used for

navigation target or not) represented by their features. Each

node feature, vi ∈ R
d, encodes the concatenation of the

RGB observation features extracted using a CNN and the

semantic vector embedding of the object, extracted using a

word embedding model. The edges show the co-location of

the objects; that is, eij becomes incresingly closer to one

during the training if and only if the objects i and j often

appear in the same egocentric view of the agent, simultane-

ously.

We have multiple separate graphs encoding the objects

visible in different room types. This is one of the novelties

of our method which is, particularly, important since simi-

lar objects might appear in different rooms while their co-

locating objects might be different. This will allow for hav-

ing different edge values for our graph in each room. For in-

stance, the object ”bowl” might appear both in the ”kitchen”

and the ”living room”. It might be observed near the ”cab-

inets” in the ”kitchen” but close to ”sofa” in the ”living

room”. Therefore, our adjacency matrix, A ∈ R
n×n×C , is

a three-dimensional tensor where each channel C encodes

the knowledge specific to a room type. We perform this by

initialising the edges between objects that do not appear in

each specific room type with zero. The graph separation

enables the agent to mainly attend to one of the graph chan-

nels in each scene and avoid distraction. This way, more

scene-specific knowledge can be encoded.

Inspired by [37], we also initialise the graph’s binary

edge weights using the co-occurrence of the objects in im-

ages acquired from the Visual Genome dataset [14]. How-

ever, we learn more accurate edge weights along with node

features during the training using the attention mechanism,

as proposed in Graph Transformer Network [38].

3.3. Graph­based Value Function Estimation in
Actor­Critic

It is proven that policy gradient algorithms in RL have

high variance of gradient estimation and different solutions

have been proposed to address this [7, 34]. The issue is

mainly due to the difficulty of credit assignment which

is exacerbated where the reward is sparse. In actor-critic

methods the variance is reduced by using the boot-strapped

estimates of the state-value function as a baseline. It is also

known that a more accurate estimate of the value function

3736



GloVe

LSTM

𝑎0𝑎1𝑎2𝑎3𝑎4𝑎5
෠𝑉𝐿𝜋, 𝐿𝐴𝑑𝑎𝑝𝑡 𝐿𝑉

138×
7×7

Target:

Toaster
Stove

Ben

ch

top

Fridge

Bowl

Cup

Toaster

Coffee

Machine

Stove
Ben

ch

top

Fridge

Bowl

Cup

Toaster

Coffee

Machine

Stove
Fridge

Bowl

Cup

Toaster

Coffee

Machine

Stove

Bench

top

Fridge

Bowl

Cup

Toaster

Coffee

Machine

Backbone, 

GVE,𝒗
Stove

Bench

top

Fridge

Bowl

Cup

Toaster

Coffee
Machine

512 512

ResNet-18 F
C

F
C F
C

F
C

GTN

𝜽𝝅

IMAGE EMBED.WORD EMBED.

FC𝜽𝑽

FORWARD

BACKWARD

Figure 2. Overview of our method. Our GVE module augments the A3C backbone and is trained using the supervised loss LV at each time

step of the trajectory.

leads to a more optimally converged policy [32].

Accurate estimation of the state value in visual naviga-

tion is significantly challenging, particularly when search-

ing for a target object. This is mainly due to the lack of

global context at each time step where the agent can only

observe a limited view of the scene. The context is conven-

tionally encoded using the recurrent neural networks which

are prone to forgetting and challenging to train. We pro-

pose our Graph-based Value Estimation (GVE) module to

address this problem. Using GVE we encode the global

context of object locations into our model so the agent has a

better understanding of its position in the scene with respect

to other objects. This will help the agent more realistically

estimate the state value. Intuitively, there’s a correlation

between the objects present in each time-step’s viusal in-

put and the target object to navigate to. For example, when

navigating to a smaller object like “book” in a room, the

agent may look for larger indicator objects like desk or shelf

that guide it towards the target. This means that the agent

should be optimistic about finding the target object by ob-

serving a correlated object based on its prior knowledge.

In other words, a state where a correlated object is visible

should still have a high estimated value, close to the value

of a state where the target is visible.

In order to encode our prior knowledge graph for value

estimation, we propose to use Graph Transformer Networks

(GTN) [38]. Using GTN our agent is able to learn new

edges and update the edge weights. This way, depending on

the scene, we are able to extract features from the graph that

help with more efficient navigation. In order to update the

original edge weights we first learn a soft weighted average

of the edges across multiple channels of the input adjacency

matrix:

H l
i = softmax(W l

i
)A (3)

where W l
i ∈ R

1×1×C is a weight matrix over the chan-

nels. Hi will be the concatenation of multiple H l
i matrices

to learn multiple new mappings of the original adjacency

matrix. In practice we can learn M different Hi and the fi-

nal new adjacency matrix is then defined as the matrix mul-

tiplication of those which can encode the common paths:

ANEW = H1H2...HM (4)

Finally, in order to encode the node features using the new

adjacency matrix ANEW, we use graph convolutional layers

defined as:

Q = σ(Ẽ−1

i ÃNEWWNN) (5)

where Q is the final embedding of the graph, N ∈ R
n×d

is the input node features, WN is the weights for node em-

bedding, ÃNEW = ANEW + I is the augmented learned adja-

cency matrix with self-connections using identity matrix I

and Ẽ−1 is the inverse degree matrix for ÃNEW . In practice

we can learn multiple convolutional layers embedding dif-

ferent node features using the new adjacency matrix. There-

fore, the output graph representation vector Q is the result

of both node and edge operations dynamically learnt during

training.

In order to incorporate the graph’s encoding into our

GVE, we partially separate the parameters of the critic sub-

network, θv , from the actor sub-network θπ . Therefore, in

our method we estimate the state-value function according

to:

V̂ (xt) = W1Q+W2F (xt, Z;θ) (6)

W1 and W2 are aggregation parameters for the final value

estimation which are also trained along the other parameters

of the network and θ is the set of parameters for F , the state

encoding backbone network.

As can be seen in equation 6, our method decomposes

the expected future reward into two components: one, es-

timated mainly conditioned on the state as encoded by the

encoding network parameterised with θ; and the other com-

ponent, Q, estimated by the graph encoding network which

represents a correlations between the target object and the
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objects that are visible in the current state xt. Therefore,

the agent can include the expectation of the objects it might

observe in the future states in order to estimate the value of

current state more accurately. In other words, the agent has

a more global understanding of the environment.

4. Experiments

4.1. Experimental Setup

We choose AI2THOR environment for our experiments.

This simulator consists of photo-realistic indoor environ-

ments (e.g. houses) categorised into four different room

types: kitchen, bedroom, bathroom and living room. In or-

der for fair comparison, we follow the same experimental

setup as our main baseline [33]. In this setup, 20 different

scenes of each room type are used for training; 5 scenes

for each as validation and 5 for test. Following the recent

conventions in visual navigation tasks, we measure the per-

formance of our method based on Success Rate (SR) and

Success weighted by Path Length (SPL).

4.2. Implementation Details

Our actor-critic network comprises of a LSTM with 512

hidden states and two fully-connected layers one for ac-

tor and the other for the critic. The actor outputs a 6-

dimensional distribution π(xt) over actions using a Soft-

max function while the critic predicts a single scalar value.

The critic sub-network also receives the GTN encoding as

a vector of size 512 besides the 512-dimensional LSTM en-

coding. The concatenation of these two feature vectors is

mapped to the value using a fully connected layer.

We use Glove [11] to generate 300-dimensional semantic

word embedding of the objects and a pre-trained ResNet-18

to extract the features from the 300× 300 image inputs. We

concatenate these two to feed to our state encoder, LSTM.

The overview of the architecture can be seen in figure 2

Our prior knowledge graph is pre-trained on Visual

Genome dataset [14]. The edge weights are set to one where

the objects co-occur in a scene at least three times, and zero

otherwise. There are 89 nodes in each channel of the graph

and 5 channels in total; 4 layers dedicated to the objects

in each room type and one self-connections layer for reg-

ularisation. We train a two layer adjacency matrix using

GTN. The input to the graph, as node features, is a 1024-

dimensional vector. This vector is the concatenation of 512-

dimensional observation features, extracted using ResNet-

18, with 512-dimensional Glove [11] embedding of the ob-

ject name. The Glove embedding is mapped from 300 to

512 using a fully connected layer. The GTN features are

mapped into a 512-dimensional vector using a fully con-

nected layer.

In order to train our model, we use Pytorch framework.

We use SGD optimizer for meta-train weight updates and
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Figure 3. Value estimation error on test set. Our model has more

accurate estimates of the state value function (lower error) which

leads to better performance.

Adam [12] for the meta-test. As for the reward, we use a

constant value of 5 for reaching the target and a step penalty

of -0.01 for each single step. The maximum number of steps

is capped at 50 during training and 200 during testing. We

train all our methods until convergence with the maximum

seven million episodes, whichever occurs first.

4.3. Baseline and SOTA Comparison

In order to better show the contribution our method we

first compare it with a few different state-of-the-art (SOTA)

and baselines, shown in Table 1. Firstly, we compare with

the previous SOTA introduced by Wortsman et al. [33],

abbreviated as A3C+MAML. It uses MAML [6] to learn

a loss function approximated by an instance of Temporal

Convolutional Networks [3], over training episodes. Sec-

ondly, a related work [37] uses a fixed knowledge graph

structure to encode object relationships as part of the state

space, abbreviated as A3C+Graph. In our approach, we

benefit from the graph information more efficiently using

our proposed GVE module. In addition to that, our graph

structure and embedding architecture is also different, en-

abling more accurate estimation of the value function.

Furthermore, to highlight the challenging navigation sce-

narios that our method is tackling, we compare our results

with some trivial baselines. One simple solution is a Ran-

dom agent for which the policy is to uniformly sample an

action at all times. Another trivial baseline is shown as A3C

in Table 1. This method is the result of dismantling our

GVE and adaptation modules from the overall framework.

Therefore, it acts as the simplest RL-based agent that shares

the same backbone model with our proposed method.

4.4. Results and Ablation Studies

In this section we seek to answer a few principal ques-

tions with regards to our proposed method that shed more

light on its strengths as well as weaknesses.
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Table 1. Quantitative comparison of our results with the baselines. Our approach improves all the baselines in all the four evaluation

metrics, conventionally used in the previous state-of-the-art methods.

Method SPL Success SPL >5 Success >5

Random 3.64 8.01 0.1 0.28

A3C 14.68 ±1.8 33.04 ±3.5 11.69 ±1.9 21.44 ±3.0
A3C+Graph [37] 15.47 ±1.1 35.13 ±1.3 11.37 ±1.6 22.25 ±2.7
A3C+MAML(SAVN) [33] 16.15 ±0.5 40.86 ±1.2 13.91 ±0.5 28.70 ±1.5
A3C+Graph+GVE-ours 16.02 38.22 13.23 27.47

A3C+Graph+MAML-SS-ours (w/o. GVE) 15.13 38.8 13.68 29.64

A3C+Graph+MAML-Action-ours (w/o. GVE) 13.88 43.3 12.93 33.53

A3C+Graph+MAML+GVE-ours 17.27 ±0.3 43.8 ±1.1 15.39 ±0.2 33.68 ±0.9
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Figure 4. Qualitative comparison of two sample trajectories between our method and the baseline. Top: target object: ”bowl” in the kitchen.

Our agent observes the bench-top and continuously predicts a high value (being optimistic) until finding the target. The baseline agent,

however, has a less accurate understanding of the scene and gives up after a while not detecting the target. Bottom: target object: ”soap

bottle” in the bathroom. Our agent observes the basin and constantly predicts a high state value even though the soap bottle is small to be

detected in the visual features. The baseline gives up after a few failed actions of moving forward.

• How does GVE improve value estimation error?

In order to respond to this question, we analyse the es-

timated values over the trajectories using our GVE in com-

parison to the baseline method. The estimation error over

1000 trajectories collected in the test scenes (unseen dur-

ing training) is provided in Figure 3. The figure shows av-

erage and standard deviation of L2 distance per time step

between the ground-truth value and the predictions. The

red line shows the error for the baseline while the blue

line shows the improvement as a results of our GVE. Our

method effectively addresses the forgetting problem associ-

ated with LSTMs by estimating the values for longer trajec-

tories more accurately.

• Is GVE the optimal way to incorporate prior knowl-

edge?

In order to show the effectiveness of our graph-based

value estimation, we compare our final method with two

variants. First variant, termed as A3C+Graph+MAML-SS

is to simply add our graph as part of the state space ob-

servation to the backbone network. As can be seen in Ta-

ble 1 this method improves SR but not the SPL compared

to A3C+Graph; however, compared to A3C+MAML in

degrades the performance. We conjugate that the reason is

by adding the complex graph to the backbone network, the

size of the state space is increased by orders of magnitude

which impedes learning an effective state encoding under
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Table 2. Ours-LG is the variant of our model where the image fea-

tures are removed from the graph node features. We can see the

graph is highly reliant on the observations to learn the relation-

ships.

Method SPL Success

Ours-LG 12.84 42.4

Ours-GVE 17.27 43.8

Table 3. Ours-RandomGraph is the variant of our model where

the edge weights are initialised randomly. The results on this table

show the contribution of prior knowledge in our framework.

Method SPL Success

Ours-RandomGraph 15.32 40.5

Ours-GVE 17.27 43.8

sparse reward constraint.

In another variant, termed as A3C+Graph+MAML-

Action, we directly incorporate the graph into the policy for

better decision making. Therefore, the policy will take ac-

tions conditioned upon the graph encoding. This approach

can be observed as a weighted ensemble of policies repre-

senting different distributions. This leads to an improve-

ment on SR but a significant degradation of SPL. We hy-

pothesise that this can help the policy on better detecting the

target object and thus on-time stopping which increases the

SR; however, it cannot help with the optimality of the final

policy. This further proves the effectiveness of our proposed

GVE.

• What is the contribution of prior knowledge for value

estimation?

In order to show the significant contribution of prior

knowledge in our current framework we train our final

model with randomly initialised edge weights in the graph.

As can be seen in 3, adding the graph with random edge

weights does not improve the results compared to our base-

line methods. This further confirms that our GVE module

is reliant on the prior knowledge for more accurate value

estimation.

• What is the quantitative improvement with respect to

the baselines and previous state-of-the-art methods?

As can be seen in Table 1, our final model

A3C+Graph+MAML+GVE improves the previous

SOTA A3C+MAML by almost 3% on SR and more than

1% on SPL. This shows that our GVE helps the agent to

find more targets in smaller number of steps, as a result of

having a more optimal policy. Our method is, particularly,

more effective on longer trajectories where it improves the

baseline by almost 5% on SR and almost 2% on SPL. This,

again, confirms the effectiveness of our GVE which can

provide enough global context disentangled from the length

of the trajectory.

Table 4. Detailed comparison with the baseline method;

SPL/Success rate are reported per room type. We can see that our

method is general enough that improves the performance in 3/4 of

the room types, with marginal performance on 1/4.

Method Bathroom Bedroom Kitchen Living

A3C+MAML 28.49/69.6 8.65/29.2 17.8/43.6 7.71/21.6

Ours-GVE 31.03/75.6 8.06/27.6 17.93/45.6 9.41/25.2

• Is providing visual features to the graph nodes helpful?

In order to show the integrity of current design, we show

the effect of removing observation (egocentric image) fea-

tures from the node feature matrix. Thus, the graph will re-

duce to a fixed correlations among the objects, given in lan-

guage embedding only (hence the name Language Graph,

LG). It can also be observed as a sub-network for the value

estimation to store value decomposition information with-

out considering the observational correlations. As can be

seen in Table 2, the performance of the model Ours-LG

is significantly lower, particularly in SPL. This shows that

the graph’s contribution is not due to simply adding more

trainable parameters.

• How is our more optimal policy performing qualita-

tively?

Finally, we provide qualitative comparison of the per-

formance of our method compared to previous SOTA , e.g.

A3C+MAML [33]. As is shown in Figure 4 the agent is

navigating towards an instance of ”microwave” in a kitchen

scene. Our agent is able to find the target while constantly

predicting a high value for the states due to observing the

related objects like the ”benchtop”. The baseline, however,

is after a few steps predicts low state values and gives up

without reaching to the target.

For more detailed comparison, we also provide perfor-

mance results per room type, in Table 4. Additional trajec-

tory visualisations can be found in supplementary material.

5. Conclusion

In this paper we present a simple yet effective method

to improve the performance of the actor-critic RL algorithm

for visual navigation. Our method improves the state value

function estimation accuracy by incorporating object co-

location information in the form of a neural graph. Actor-

critic RL is heavily reliant on the accuracy of the state value

estimation to converge to the optimal policy. This is mainly

because accurate value estimation helps with correct identi-

fication of the actions along the trajectory that contribute the

most to the final reward. Through extensive empirical stud-

ies we show that our agent is realistically more optimistic

(e.g. accurately predicts higher state values). This leads

to successful navigation towards the target object when the

baseline agents usually give up.
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